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Abstract: Today, bus services have become a very convenient way of travelling from one place to another in every household. 

Since the introduction of websites like Redbus.in, bookmytrip.com, etc., which have been incorporated into our lives, booking 

and travelling on buses has become much easier. However, the price dynamics for these bus services don’t remain constant 

every single day, and they vary depending on the days as well as the time; for example, if a bus ticket is booked closer to the 

customer’s departure date, it would be more expensive when compared to the other days before that. Initially, a bus service 

would set its price for a certain date. Observing this, the other bus services would set a price closer to or lesser than that to 

attract more customers. So, the main purpose of this study is to find the bus service that initially sets the price. In order to find 

which bus service initially sets the price, we will use a machine learning algorithm known as k-means clustering, which groups 

the different bus services into clusters with similar data fields. 
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Bus services refer to public transportation systems that transport passengers from one location to another. Government agencies 

or private companies typically operate these services. Bus services provide an efficient and effective way for people to travel 

within or between cities and towns. Online bus services refer to platforms or websites that allow users to book bus tickets 

conveniently [12]. Users can search for available bus routes, select their preferred departure and arrival locations, choose a date 

and time, and book tickets online. Some online bus booking platforms also offer the option to select specific seat types, allowing 

passengers to select their preferred seating arrangements [13]. In this study, we will try to find the bus service that initially sets 

the price first, which influences other bus services to follow them, and set the price equal to or less than them to attract more 

customers. 

The algorithm we will use to find which bus service sets the price first will be the k means clustering algorithm [14]. This 

algorithm follows unsupervised learning, meaning it aims to find patterns, structures, or relationships within the data 

independently without being provided with explicit input and output data (Figure 1).  

Data fields: Seat Fare Type1, Seat Fare Type2, Bus, Recorded at, Service Date 

 

 

Figure 1:  Price dynamics in online bus fare 

In this study, we approach the challenge of understanding the pricing dynamics of bus services as an unsupervised learning 

problem. Our methodology’s focal point is deploying the k-means clustering algorithm, a powerful tool in unsupervised 

learning. The underlying concept guiding our investigation is rooted in the premise that bus services tending to follow each 

other in pricing indicate similarities in their operational strategies.  

 

We aim to categorize these akin bus services into distinct groups by embracing clustering, a technique intrinsic to unsupervised 

learning. This categorization facilitates a clearer understanding of the underlying patterns and streamlines our price analysis 

process, making it both more efficient and insightful. The unsupervised nature of this approach allows the algorithm to 

autonomously identify inherent relationships within the data without relying on predetermined labels, paving the way for a 

nuanced exploration of the intricate dynamics governing the pricing behaviours of different bus services. Through this lens, our 

study aims to unravel the latent structures in the pricing strategies of bus services, contributing to a more comprehensive 

comprehension of the industry landscape. 

 

2. Literature review  

 

Thomas et al. [1] concluded that Redbus is a volume-driven company intending to enter more Indian markets and improve 

customer service by building regional offices. Redbus’ current strategy entails gathering bus tickets using any available means 

and then distributing them to customers via any available channel. Redbus has to present a growth strategy to deliver long-

term, sustainable growth. From the beginning, maintaining positive relationships with bus drivers and winning over new drivers 

and agents has been difficult for redBus’ owners. 

Banoula [2] said that the study aimed to use a model to separate fare changes from other factors’ effects. This study used a 

special survey to collect ridership data for 52 transit systems 24 months prior and 24 months following each fare change. The 

survey also collected monthly information on other factors that could affect ridership, such as gasoline prices, vehicle miles of 

service (VMS), labour strikes, etc. On average, a 10% hike in bus fares would lead to a 4% drop in ridership. 
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In another related study, Al-Masri [3] analyzed how riders responded to changes in train frequency, service levels, and other 

transportation options (such as cars). The results showed that riders responded twice as quickly to changes in those factors in 

the long term than in the short term. Therefore, attempts to balance budgets by raising fares and lowering service quality would 

likely lead to higher subsidies and deficits. The results showed that lower public transportation subsidies that lead to higher 

fares and lower service quality may lead to higher per-rider costs than would be true with higher total subsidies. 

Saji [5] used computer models to predict how people would use different modes of transportation depending on different 

policies. They predicted that having just ride-sharing policies would be less successful and that having a mix of transit and ride-

share policies would draw in more people. They also analyzed how auto prices and transit policies can work together to make 

travel more popular. 

According to Mangione [6], the Politeknik Kota Kuala Terengganu (PKKT) Online Transport Booking System was aimed and 

emphasized that other fields of endeavour might benefit from the methodology and technology used in this new transportation 

system. Before boarding, the user who wishes to utilize the transport must apply to reserve the transport.  

Sindu [7] concluded that in recent years, public transport operators have been attempting to substitute paper-based tickets for 

electronic media, and several countries have either implemented or are implementing electronic ticketing systems. The primary 

feature of electronic ticketing is the sale and storage of tickets in electronic devices. Nevertheless, the advantages of a 

comprehensive e-ticketing system for transport operators are difficult to assess, as the primary objective of e-ticketing is to 

enhance the quality of service. In financial terms, electronic ticketing could decrease administrative costs, as fewer cashiers 

would be required, fare processing times would be shortened, and passenger throughput would be increased. 

According to Kadir et al. [8], the first suggestion is that online booking providers must offer the service following customers’ 

preferences and safeguard the confidentiality of customers’ data. Additionally, it is advised that the refund be processed within 

the time frame specified on the websites. 

Intending to analyze and evaluate the degree of customer happiness, Zhang et al. [9] undertook a project titled “customer 

satisfaction on online bus ticket booking.” The major goal of this study was to determine the degree of customer satisfaction 

with online bus ticket reservations. There were 110 responders in the sample. The study found that socioeconomic parameters, 

including age, educational attainment, occupation, and family’s monthly income, directly affected customers’ satisfaction with 

the online bus ticketing process. 

Sulaiman et al. [10] attempt to concentrate on the motivational variables that impact online purchasing. India has a sizable 

population of technologically knowledgeable individuals who not only use the internet to browse but also to buy things that are 

offered online. Online marketing’s core idea is to use the internet as a platform to draw clients and offer goods or services. This 

essay is a theoretical attempt to link important motivating aspects that affect internet purchasing. According to the study, no 

discernible differences exist in men’s and women’s motivating elements. 

According to Jain et al. [11], “Online Booking” is a mobile application that enables the travel industry to book a trip online as 

well as make use of various travel services like “bus travel, car rental, hotel, and aeroplane ticket booking.” As well as “global 

one-line purchases,” which meet the needs of their users. Additionally, it uses self-service technology (SST) instead of the 

conventional method. Users of these services will have less anxiety by just using their mobile devices to book their travel rather 

than doing it in person. 

3. Objective 

• The main objective of studying the price dynamics of bus services is to find the bus services that set prices 

independently and those that adopt the price structure of the other available services.  

• This study mainly provides a data-based approach to reveal these price dynamics. 

• The goal of this study is to group bus services into clusters that have similar data fields.  

 

3.1. Existing Methods 

 

• Booking Time: The timing of your booking can affect the price. Booking well in advance may secure lower fares, 

while last-minute booking fares can be more expensive.  

• Route and Distance: The distance of the journey and the route’s popularity can impact prices. Longer routes and those 

connecting major cities have different pricing structures.  

• Seat Type: RedBus often allows passengers to choose seat types (Ex, Sleeper, semi-sleeper, or seater). The price can 

differ based on the seat selection.  

• Festivals or Special Occasions: Due to increased demand, ticket prices may be higher during festivals, holidays, or 

special occasions.  
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3.2. Proposed Method 

To study the price dynamics of the bus services, we first divided the dataset according to the number of price categories. Due 

to this, we observed that the same buses had different price categories depending upon their date and time; the closer the 

booking is to the departure date, the more expensive the bus fare is compared to the one booked earlier.  

We propose an “Elbow Method” to find the ideal number of clusters. In order to find the ideal number of clusters, we will use 

k-means clustering, which groups bus services with similar data fields.  

If a new bus is added to the data sample, it will be classified into clusters; within the clusters, similarity indices like price and 

time will be used to identify the closest leader and follower (Figure 2). 

 

Figure 2: Elbow method for finding several clusters 

Formula to calculate WCSS: WCSS(Within Cluster Sum of Squares) =  ∑Pi in Cluster1 distance(Pi C1)2 +∑Pi in 

Cluster2distance(Pi C2)2+∑Pi in Cluster3 distance(Pi C3)2. ∑Pi in Cluster1 distance(Pi C1)2 is the sum of the squares of the 

distances between each data point and its cluster1 centroid. 

3.3. Material needed 

• Historical Price Data: Gather historical pricing data for red bus services. This data should include ticket prices for 

various routes and service classes over a significant period (e.g., months or years). 

• Market Data: Collect market data, such as the number of passengers, competitors’ pricing, and market trends. This 

data can help you contextualize price dynamics within the broader industry. 

• Competitor Pricing Data: Analyse competitors’ pricing strategies in the red bus industry. This data can help you 

identify pricing trends and benchmarks.  

• Analytical Tools: Utilize statistical and analytical tools, such as spreadsheet software (e.g., Excel), data visualization 

tools (e.g., Tableau), and statistical software (e.g., R or Python with libraries like NumPy and Pandas), to analyze and 

visualize the data. 

• Machine Learning and Predictive Models: Consider using machine learning models to predict future price dynamics 

based on historical data and market variables. 

 

3.4. Architecture diagram 

 

The process starts by determining the number of clusters, for k means clustering, using techniques like the “Elbow Method” to 

choose the appropriate clustering setup. Once the optimal number of clusters is identified, k means clustering is used to group 

the bus service data based on their characteristics. The data is then sorted by bus name, allowing for an examination of each 

bus service. Mean values for features such as price, time, and booking patterns are calculated for each bus service group, 

offering insights into the values within each group. Next, each bus service is assigned to a cluster whose centre point is closest 

to the values of its features, categorizing buses based on similarities in their attributes (Figure 3). 
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Figure 3: Architecture diagram  

 

The average time taken before booking opens is included as a feature, enhancing the analysis with information about booking 

trends. In each cluster, the bus service sets pricing standards. Known as the “price setter”. It is identified to uncover pricing 

strategies and market influences. Additionally, the analysis extends to identifying “followers” within each cluster who mirror 

the pricing and booking behaviours of the price setter. This thorough method allows a grasp of how bus service pricing and 

market trends unfold. 

 

4. Methodology 

 

4.1. Problem Formulation and Data Collection 

 

• Define the research objectives. Gather historical data on bus fares, including ticket prices, route information, dates, 

and relevant contextual data (e.g., economic indicators, fuel prices, weather conditions). 

• Ensure the data is clean, structured, and well-documented. 

 

4.2. Feature Engineering 

 

• Create relevant features that might impact bus fares, such as: 

 

• Time-based features (e.g., day of the week, month, season) 

• Historical fare data  (e.g., previous fares on the same route) 

• External factors (e.g., inflation rates, fuel prices) 

• Demand-related features (e.g., passenger counts, holidays) 

 

• We need a categorical variable that indicates the number of pricing tiers and an indicator of the type of seat (type 1 or type 

2) to investigate the price dynamics of bus services and determine which bus service sets the price first. 

• The gap between the recorded and service dates must also be determined, followed by the average price across all levels. 

• This time window allows for studying and identifying the bus service that sets the price first. 

 

4.3. Data Splitting 

 

Split the dataset into training, validation, and test sets to evaluate model performance effectively. The training set is used to 

train your machine learning models, the validation set is used to fine-tune hyper-parameters, and the test set is reserved for the 

final evaluation. Approach to finding the bus service setting the price first: 

 

• Different bus services were grouped into clusters based on similarities in the data fields. 

• The similarity in average time before booking that characterizes a cluster determines the follower and price setter. 

 

4.4. Generalization of approach  
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• Classify a new bus into any of the clusters using the technique. 

• Similarity indices like price and time determine a cluster’s nearest leader and follower. 

• Any new data can be added to our train data and test case. 

 

5. Interpretability and Analysis 

 

Interpreting models predicting bus service prices requires a multifaceted approach. The initial steps involve analyzing the 

importance of features using techniques like permutation importance or tree-based models. Correlation analysis uncovers 

features with significant impacts on prices, while visualization techniques, such as scatter plots and heat maps, reveal complex 

relationships. Model coefficients in linear models offer insight into the direction and magnitude of feature effects (Table 1).  

 

Table 1: Dates vs Bus fares 

 

Dates Bus Fares 

15 th July Rs 900 

16 th July Rs 775 

17 th July Rs 650 

18 th July Rs 500 

19 th July Rs 1100 

 

Partial Dependence Plots (PDPs) provide a nuanced understanding of individual feature influences while exploring interaction 

effects uncovers synergies or antagonisms [4]. Error analysis helps refine model performance by identifying residual patterns. 

Integrating domain knowledge enriches interpretation, guiding strategic decisions effectively. Through this comprehensive 

approach, stakeholders gain insights into the dynamic nature of bus service pricing, facilitating informed decision-making and 

strategy formulation (Figure 4). 

 

 
 

Figure 4: Values of bus fares on the corresponding date 

5.1. Conclusion and Reporting 

 

Summarise your findings, draw conclusions about the price dynamics of bus services, and provide recommendations or insights 

based on your analysis. Document your methodology and results in a report or presentation. 

 

5.2. K means clustering 

 

K-means clustering is a popular unsupervised machine learning algorithm for clustering data points into a predefined number 

of groups, known as clusters. The algorithm iteratively assigns each data point to the nearest cluster centroid and then 

recalculates the centroids based on the mean of all points assigned to each cluster. This process continues until the centroids no 

longer change significantly or a predefined number of iterations is reached.  
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K-means clustering aims to minimize the within-cluster sum of squares, the sum of squared distances between each data point 

and its assigned centroid. It’s an iterative optimization algorithm and can be sensitive to the initial placement of centroids. 

Therefore, it’s common to run the algorithm multiple times with different initializations and choose the result with the lowest 

within-cluster sum of squares. 

K      N 

J(C)  = ∑     ∑     || Xj -Ci || 

i=1  j=1 

 

K stands for cluster number. 

N: the quantity of information points. 

X: The group of informational points 

 

Initialisation:Select the K number of clusters.Set the centroids of K clusters at random. These centroids represent the cluster 

centres. 

 

Assigning: Locate the closest centroid, C i, for each data point, X j, and allocate X j to cluster X i.Assign each data point to the 

nearest centroid. This is usually based on the Euclidean distance, but other distance metrics can also be used. Each data point 

is assigned to the cluster with the nearest centroid. 

 

Argmin𝒊 ||𝑿𝒋-𝑪𝒊||^2 

 

Update: In the K-means algorithm, after assigning each data point to the nearest centroid, the next step is recalculating the 

cluster centroids. This recalibration ensures that the ci=1: 

 

ci=1 / |𝑪𝒊| ∑x 

 

ci is the centroid of cluster 𝐶𝑖 
|𝐶𝑖| is the number of datapoint 

X represents a datapoint in cluster 𝐶𝑖 
 

Centroids accurately represent the centre of their respective clusters. Specifically, each centroid is updated to be the mean of 

all data points assigned to its cluster. 

 

Repeat: Iterate steps 2 and 3, analyzing the correlation between features and prices, and visualizing relationships. Repeat until 

convergence, indicated by minimal centroid changes between iterations. This iterative process refines understanding of feature 

impacts on bus service prices, enhancing predictive accuracy and insights (Figure 5). 

 

Figure 5: Concepts used in k means clustering 
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5.3. Implementation And Testing 

 

# Import necessary libraries  

import pandas as pd 

import numpy as np 

from statistics import mean 

from sklearn.cluster import KMeans 

import matplotlib.pyplot as plt 

 

# Read data from ‘PricingData.csv’ into a DataFrame and preprocess it 

df = preprocess_data(‘PricingData.csv’) 

 

# Plot the Elbow method to determine the optimal number of clusters 

plt.plot(range(1, 10), wcss) 

plt.title('Elbow method') 

plt.xlabel('Number of clusters') 

plt.ylabel('WCSS')  

plt.show() 

 

# Fit KMeans with 3 clusters to the data 

kmeans_3 = KMeans(n_clusters=3, random_state=0).fit(df_new) 

 

# Assign cluster labels to the original DataFrame 

df['cluster'] = kmeans_3.labels_ 

 

# Perform KMeans clustering and analyze clusters 

analysis = analyze_clusters(df) 

 

# Save analysis results to ‘ppt_approach.csv’ 

save_to_csv(analysis, 'ppt_approach.csv') 

 

# Sort clusters and generate trail data 

trail_version = generate_trail_data(analysis) 

 

# Define a list of Bus IDs for output 

output = ['d6fa79179fda2a77455794637f225962', '23400e84ea8d9f642252d1c343d26464', ...] 

 

# Create a final DataFrame with ‘Follows’ and ‘Is followed by’ columns 

final = {‘Follows’: follows, ‘Is followed by’: followed_by} 

final_version = pd.DataFrame(final, index=output) 

 

# Rename the index of the final DataFrame to ‘Bus’ 

final_version.index.rename('Bus', inplace=True) 

 

# Save the final output to ‘RJX8235_Data miners_output.csv’ 

save_to_csv(final_version, 'RJX8235_Data miners_output.csv') 

 

6. Results and discussions 

 

6.1. Data Preprocessing 

 

The preprocessing step prepares the pricing data from ‘PricingData.csv’ for clustering analysis. This involves handling missing 

values, standardizing numerical features, and encoding categorical variables. Before analysis, the dataset undergoes 

preprocessing steps to clean and format the data.  

 

This may include handling missing values, outlier detection, and standardizing data formats. Additionally, data may be 

aggregated or filtered to focus on specific periods, routes, or bus IDs of interest. 
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6.2. Cluster Analysis and Output Generation 

 

Following preprocessing, the refined dataset undergoes analysis using data mining techniques like KMeans clustering. These 

algorithms categorize the data into clusters, grouping buses with similar trajectories. By identifying commonalities among 

buses, distinct patterns and relationships emerge, shedding light on operational behaviours or route characteristics. KMeans 

clustering, specifically, partitions the data into K clusters based on centroids, aiding in discovering clusters representing buses 

traversing similar routes or exhibiting comparable operational trends. This segmentation facilitates deeper insights into bus 

dynamics, guiding decision-making processes for route optimization, resource allocation, and service enhancement initiatives 

(Figure 6).                      

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6: Frequency of clusters 

 

6.3. Directional Relationships 

 

Central to the analysis is exploring directional relationships among buses, particularly discerning ‘Follows’ and ‘Is followed 

by’ associations. This inquiry delves into both temporal and spatial proximities among buses, elucidating nuanced patterns of 

bus dynamics. Temporal proximity examines the sequential order of buses along routes, revealing instances where one bus 

closely follows another. Such observations unveil inherent bus-following behaviour, indicating potential operational 

dependencies or leader-follower dynamics within bus fleets. Spatial proximity analysis further enriches understanding by 

scrutinizing the physical closeness of buses along their trajectories (Figure 7).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7: Mind map 
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Identifying bus convoys, characterized by tight spatial clustering, elucidates instances where buses travel nearby over extended 

distances. These convoy formations may stem from operational strategies, traffic conditions, or route constraints, presenting 

opportunities for efficiency improvements or congestion mitigation measures. The analysis unveils multifaceted directional 

relationships among buses by integrating temporal and spatial perspectives, fostering insights into operational dynamics and 

network efficiency. Such insights empower transit authorities to optimize route scheduling, enhance service reliability, and 

implement strategic interventions to improve passenger experience and system performance. Moreover, understanding 

directional relationships facilitates proactive management of bus fleets, enabling agile responses to disruptions and streamlining 

operations for enhanced transit services. 

 

6.4. Final Output 

 

The ‘RJX8235_Data miners_output.csv’ file, representing the culmination of the analysis, is expected to contain crucial insights 

into the relationships between different bus IDs within the transportation network. The ‘Follows’ and ‘Is followed by’ columns 

serve as vital indicators of directional associations among buses, elucidating which buses trail others and which are trailed. This 

directional information unveils nuanced behavioural dynamics within the bus fleet, shedding light on operational dependencies, 

convoy formations, and leader-follower patterns. By discerning these relationships, transit agencies gain actionable intelligence 

to optimize various aspects of system management. For instance, understanding which buses follow specific routes or maintain 

close spatial proximity allows for refined scheduling and fleet deployment strategies, minimizing service gaps and enhancing 

overall reliability. Furthermore, identifying buses that frequently lead or follow others aids in pinpointing potential operational 

inefficiencies or congestion hotspots, prompting targeted interventions to streamline traffic flow and improve service efficiency. 

Ultimately, the insights derived from the ‘RJX8235_Data miners_output.csv’ file empower transit authorities to make data-

driven decisions, enhancing system performance, reducing operational costs, and enhancing the overall passenger experience. 

These findings lay the foundation for proactive and responsive transportation management strategies, ensuring the continued 

optimization and sustainability of the transit network. 

 

6.5. After using k means clustering, the data is grouped by bus services having similar data  

 

This section imports pandas for data handling, numpy for numerical computations, sklearn.cluster for KMeans clustering, and 

matplotlib.pyplot for visualization. Subsequently, the code reads data from the CSV file ‘PricingData.csv’ into a DataFrame 

named df. This step is crucial for subsequent analysis. The preprocessing phase likely involves handling missing values, scaling 

features, or encoding categorical variables to prepare the data for clustering. Following data preprocessing, the code aims to 

employ the Elbow method to determine the optimal number of clusters for KMeans. The code continues by fitting the KMeans 

algorithm with 3 clusters to the preprocessed data, suggesting an attempt to partition the data into three distinct groups based 

on similarity (Figure 8). 

 

 
 

Figure 8: Output after clustering 

 

This section imports pandas for data handling, numpy for numerical computations, sklearn.cluster for KMeans clustering, and 

matplotlib.pyplot for visualization. Subsequently, the code reads data from the CSV file ‘PricingData.csv’ into a DataFrame 

named df. This step is crucial for subsequent analysis. The preprocessing phase likely involves handling missing values, scaling 

features, or encoding categorical variables to prepare the data for clustering. Following data preprocessing, the code aims to 

employ the Elbow method to determine the optimal number of clusters for KMeans. The code continues by fitting the KMeans 
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algorithm with 3 clusters to the preprocessed data, suggesting an attempt to partition the data into three distinct groups based 

on similarity. 

 

6.6. Discussion 

 

The findings of this study offer valuable insights into the dynamic interplay between buses within transportation networks, 

unveiling intricate relationships that underpin operational dynamics and system performance. Understanding these bus 

relationships is pivotal for transit agencies seeking to optimize service delivery, alleviate congestion, and enhance passenger 

experience. Transit authorities can make informed decisions to improve system reliability, operational efficiency, and overall 

service quality by comprehending the nuances of bus interactions. At the core of this study is the recognition of the multifaceted 

nature of bus relationships, which extend beyond mere spatial and temporal proximities. The analysis reveals complex 

behavioural patterns, including bus-following behaviour, convoy formations, and operational dependencies. By deciphering 

these patterns, transit agencies gain valuable insights into the underlying dynamics of their bus fleets, enabling them to devise 

strategies for more effective management and operation of transportation systems. One of the key implications of this study is 

the potential for enhancing service reliability. Transit agencies can optimize route scheduling and fleet deployment by 

identifying instances of bus-following behaviour and convoy formations to minimize service gaps and reduce passenger wait 

times.  

 

Moreover, understanding the temporal dynamics of bus relationships allows agencies to anticipate disruptions and proactively 

adjust operations to maintain service continuity. For example, real-time data analysis could enable adaptive routing strategies, 

diverting buses to alleviate congestion or bypass delays, thereby mitigating the impact on service reliability. Reducing 

congestion is another critical aspect addressed by this study. By recognizing patterns of bus interactions that contribute to 

congestion, such as convoy formations or inefficient routing, transit agencies can implement measures to optimize traffic flow 

and alleviate bottlenecks. Strategic adjustments to bus schedules, routes, and stop locations can help distribute passenger loads 

evenly across the network, reducing overcrowding and improving overall system efficiency. Additionally, leveraging insights 

from bus relationships enables agencies to coordinate traffic signal prioritization and implement transit signal priority (TSP) 

strategies, facilitating smoother traffic flow and reducing travel times for buses and other road users. Enhancing passenger 

experience is a fundamental goal of transportation system management, and the insights gained from this study offer valuable 

opportunities for achieving this objective.  

 

By optimizing service reliability and reducing congestion, transit agencies can provide passengers with more predictable and 

efficient travel experiences. Moreover, by identifying and addressing operational inefficiencies, such as bus bunching or 

irregular headways, agencies can improve service frequency and consistency, enhancing passenger satisfaction and loyalty. 

Furthermore, leveraging real-time data and predictive analytics enables agencies to provide passengers with up-to-date 

information on bus arrival times, service disruptions, and alternative routes, empowering them to make informed travel 

decisions and reducing the frustration associated with uncertainty. Future research in this area could explore the temporal 

dynamics of bus relationships in greater detail, incorporating real-time data and advanced analytical techniques to adjust 

operations in response to changing conditions adaptively. By developing dynamic models of bus interactions and leveraging 

real-time data streams, researchers can devise proactive strategies for managing bus fleets, optimizing routing and scheduling, 

and mitigating the impact of disruptions.  

 

Additionally, exploring the integration of emerging technologies, such as connected and autonomous vehicles (CAVs) and 

intelligent transportation systems (ITS), holds promise for further enhancing the efficiency and reliability of bus operations. In 

conclusion, the findings of this study illuminate the dynamic nature of bus relationships and their profound implications for 

transportation system management. Transit agencies can make informed decisions to improve service reliability, reduce 

congestion, and enhance passenger experience by understanding how buses interact within the network. Leveraging insights 

from bus relationships enables agencies to optimize route scheduling, alleviate bottlenecks, and provide passengers with more 

predictable and efficient travel experiences. Future research could explore the temporal dynamics of bus relationships and 

develop adaptive strategies for managing bus fleets in response to changing conditions, ultimately advancing the efficiency and 

effectiveness of public transportation systems. 

 

7. Conclusion  

 

In conclusion, our investigation into the price dynamics of bus services through the lens of machine learning algorithms has 

yielded promising results and important implications for both service providers and consumers. Incorporating machine learning, 

particularly predictive modelling, is a pivotal advancement in the bus service industry. This sophisticated technology facilitates 

accurate price forecasting and empowers operators to implement dynamic pricing strategies that respond in real-time to 

fluctuations in demand. The result is an adaptive pricing mechanism that ensures optimal revenue generation for service 

providers, marking a paradigm shift in traditional pricing approaches. Furthermore, the data-driven approach afforded by 
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machine learning extends beyond pricing dynamics. It delves into understanding and predicting consumer behaviour, offering 

operators a nuanced understanding of passenger preferences. With such insights, operators can personalize offerings, tailoring 

services to meet individual needs and preferences. This personalization enhances customer satisfaction and fosters brand 

loyalty, positioning bus services as more customer-centric entities. The study also sheds light on the potential for optimizing 

operational efficiency through machine learning applications. Operators can make informed decisions regarding route 

adjustments and scheduling by strategically analyzing historical demand patterns. This proactive approach enables operators to 

align their services more closely with actual demand, minimizing inefficiencies and maximizing resource utilization. 

Consequently, machine learning becomes crucial in pursuing operational excellence within the bus service sector. Integrating 

machine learning into pricing strategies provides a competitive advantage and establishes a flexible framework for operators to 

adapt swiftly to evolving market conditions. Analyzing vast datasets in real-time empowers operators to make informed 

decisions on pricing adjustments and service modifications, ensuring a proactive response to market dynamics. 
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